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ستخدامها في التنبؤ لسعر صرف الـدولار الأمريكـي مقابـل الـدينار إتهدف ورقة البحث الى مقارنة نماذج السلاسل الزمنية و

ودراسة كفاءة ودقة النماذج المستخدمة في عملية التنبؤ وتحديد أفضلها  كما تكمن الدراسة في تحديد مدى تأثير الكويتي ، 

وبتطبيـق معـايير المفاضـلة .على الإقتصاد الكويتي للسنوات القادمة وذلك في مجال التجارة الخارجية سعر صرف الدولار 

:بين النماذج المستخدمة للسلاسل الزمنية فقد تم إختيار افضل نموذجين وهما على التوالي 

)ونتر الضربي(نموذج التجانس الأسي الثلاثي -
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This research will attempt to compare different time series models to forecast exchange rate of Kuwaiti Dinar
against US Dollar. Methodology for building exponential smoothing models will be used for KD / US $
exchange rate data . The study is aimed to illustrate predictability performance among different competitive
models of exponential smoothing models to forecast the exchange rate of Kuwaiti Dinar against US Dollar
.The aim of this study is to determine the most significant statistical model that can give an accurate forecasting
of Kuwaiti Dinar and US Dollar exchange rate data. The results of the study reveals that the best models are the
following two models :
-Triple Exponential Smoothing (Winter) ; A multiplicative Model.
-Triple Exponential Smoothing (Winter) ; A multiplicative Model.
The selection of the candidate models was based on the following accuracy forecasting measures :
- Mean Absolute Error (MAE)
-Sum Square Error (SSE)
-Mean Squared Error (MSE)
-Mean Percentage Error (MPE)
-Mean Absolute Percentage Error (MAPE)

_________________________________________________________________________________________
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Our study will do close observation of the exchange rate of UD dollar against Kuwait dinar, which has

witnessed fluctuation over the past years. This fluctuation came from the economic and financial crisis, the

most important of which was the mortgage crisis in the United State of America which sequenced with the

Global Financial Crisis in 2008.

The study observed the rate of exchange of US dollar against Kuwaiti dinar in 2009, which was 0.287 dinars,

which achieved 7 % from previous year, otherwise it took a downward trend which reached 0.286 dinars on

2010. The dollar's exchange rate fell against dinar by 5 % on 2011 to be 0.271 dinars.

The slow recovery form financial crisis was one of the main reasons behind this decline in dollar exchange rate,

as well as the mortgage crisis participated mainly in raising the fierce of such crisis.

In May 2007The Kuwait stopped the correlation between its currency and the US dollar, replaced it with a

group of currencies due to the negative impact of the downward of US dollar value on the Kuwait economy in

the last two years as well as led to local inflation in same time.

The policy of the Central Bank of Kuwait regarding the exchange rate of the Kuwait Dinar aims to improve the

stability of the rate of Kuwaiti Dinar against the currencies as well as the rate of US dollar. The CBK's policy

aims to protect the economy of Kuwait against the effects of the unfavorable inflation. All of these policies

goes to achieve basic goal which is confirm the importance of the study the exchange rate policy in Kuwait

while no imposed restrictions on the movement of funds.

The Central Bank of Kuwait followed, from the date of 18th March, 1975 till the end of 2002, a policy relays

on correlation with a group of weighted currencies. This policy aims to determine the exchange rate of Kuwait

dinar on special weighted basket of currencies, these currencies have high rate of financial and trade relations

with Kuwait. This policy made improvement high stability in the rate of the Kuwait Dinar with some of major

currencies in the entire world.

The Kuwaiti Dinar has been correlated by US dollar from the date of 5th January till 19th of May 2007, this

step has been made according the Decree No. 266 of 2002 which stipulates pegging the Kuwaiti Dinar

exchange rate to the US dollar with margins a parity rate as of the beginning of the year 2003. The Central

Bank of Kuwait governor declared that the first business day of January 2003 which was 5th of January 2003 a

parity rate will be applied on the KD exchange rate against the US dollar. this rate was set at 299.63 fils/dollar

with margin of +/-3.5 %. By such decree the exchange rate of Kuwait Dinar against US dollar would be within

range of 310.11 to 289.14 fils/dollar. This parity has been defined according to the principal and considerations

monitored by Central Bank of Kuwait in order to determine the KD exchange rate under previous system which

using the currency basket to achieve and secure a smooth change from currency basket peg to dollar peg within

the set margin, Because of all above reasons, the period after 2003, the US dollar exchange rate has persistent

decline against major currencies, then the putting upward pressure on Kuwait Dinar against US dollar.



6

By the virtue of the decree no. 147 of 2007, and as of the 20th of May, 2007, the Kuwait Dinar exchange rate

against the US dollar is supported with unrevealed basket of international currencies of countries which have

trade, commerce and financial relationships with Kuwait, then the Central Bank of Kuwait returned to apply the

policy of exchange rate before 2003. The Central Bank governor pointed out that such action aims to protect the

purchase power of the local currency and overcome the inflation pressure on the local economy.

The goal of this study is monitor the fluctuation of USD prices against Kuwaiti Dinar and except it in the

coming years, as well as determines the impact of such fluctuation on the national economy of Kuwait. We can

attain our goals through comparing the different time series models in order to choose the best model of

forecast of the Kuwait dinar exchange rate against the USD.

Although there are many models to forecast the exchange rate, which are have different degrees of

complications and they are used to define the relations between currencies, But they are not a available in full

to gain full benefit from them, and most of exchange rate models based on the data of macroeconomic which

are considered outperformed. We will use the prediction methods with focusing on random walk models and

exponential smoothing techniques to observe and record the fluctuations in the short run. The goal we are going

to achieve is to indicate the performance of methods for the purpose of set the exchange rate forecasting

according to the exchange rate of KD against USD.

Literature Review

There is continue argue regarding the prediction of exchange rate according to time series, A large sum of

literature which have been reviewed by Frankel and Rose in 1995, as they concentrated on if the theoretical and

econometric models provide a good description of empirical data.
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while the literature has not concentrated only on defined models which can defeat the Messe and Rogoff results

which concluded in 1983, these results that confirmed that macro models can't outperform a naïve random

walk, majority of studies found that monetary as GDP differential, inflation differentials, money growth,

interests rate differential have insignificant prediction capabilities at least over short term, although there are

many proofs which give high accurate prediction of fundamentals basing on the improved exchange rate

models.

There are some of authors who have confirmed on the weakness of performance of the fundamental based

models is not related to poor information of the fundamentals. While the prediction of random walk model is

basing on the poor of the econometric techniques used in out of sample forecasts ( please refer to Tylor & Peel

2000), in a new study, Sarno & Valente, on 2005, make a deep analysis of how to perfectly choose the accurate

number of fundamentals to be used in calculating the best prediction model in each period.

They found that EX-ANTE mode is not able to apply a procedure that may consider the repeated changes in the

weight each fundamental has in driving exchange rate fluctuations. In the recent study, a new empirical

literature has been founded, which show solid proof that fluctuations govern the exchange rate behavior, and

their relation doesn't showed by the line. ( Taylor & Peel 2000) according to this research, Altavilla and DEe

Grauw in 2005, indicated that exchange rate can follow a model of a nonlinear error-correction model where

deviations from the long-run equilibrium are mean-reverting but occasionally follow a non stationary process.

Nonlinearity leads to the inadequacy of the usual assumption made in the theoretical and empirical studies , but

see the criticism of Faust and Rogers (2003).

The literature which approve the dynamic adjustment for the exchange rate always find the long run stability,

this model has prove mixed evidences on the out of sample prediction ability of the nonlinear models. The

Mark switching prediction has proved its accuracy especially regarding random walk model, this initiated by

Engle and Hamilton in 1990, and then reviewed and confirmed by Clarida et al. ( 2003).

While these models proved their ability to give precise representation of the In-Sample Exchange Rate

fluctuations, but these fail to regularly overcome Naïve Random Walk Model in OUT-of- SAMPLE prediction

Model, we should make a comparative study about the prediction capability of the NON-linear against Linear

models of prediction Exchange Rates.

The recent studies still face ongoing debate about the possibility of the precise prediction of the exchange rate

fluctuations, the econometric evidence concluded from such research can indicate which model should be

applied to achieve better prediction, A common characteristic of
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much of the existing researches is their focus on either linear or non-linear models. After this preliminary

choice, selected models are then compared with a random walk process.

Methodology

The fundamental benefit of the exponential smoothing models is they are simple, instinctive, easily to be

understood. These models have been proved their usefulness regarding make regular short term prediction of

huge number of time series such as currencies exchange rate prices. Exponential Smoothing is considered low-

priced technique that predict good enough rates in a wide variety of applications, otherwise these applications

building a more sophisticated model (or learning enough to understand a more complex model) would not be

worth the required time and money.

The exponential Models can be programmed easily to be digital computer program. In fact, it is quite easy to do

this using a personal computer and some of the widely available spreadsheet languages (such as LOTUS 1-2-3).

In addition, data storage requirements are minimal. Often the use of more sophisticated forecasting models

requires expensive computer packages and access to a mainframe computer.

The disadvantage of exponential smoothing is that informal building methodology, the choice of exponential

smoothing method will usually depends on the explanation of a plot of the time series . The choice of a

particular technique will require that the practitioner decide whether a trend exists. If a trend exists, some kind

of trend must be postulated. The practitioner must also decide whether seasonal variation exists .

If seasonal variation does exist, the kind of seasonal variation—increasing or constant (that is, multiplicative or

additive)—must be arrived at. As we have seen, the different exponential smoothing techniques have been

designed to handle different scenarios. Method selection is largely a matter of matching the data plot with an

appropriate scenario.

Trying several methods and comparing them on the basis of the sum of squared one-period-ahead forecast

errors when the methods are applied to a historical data set is often a useful strategy. When this is done, the

value of the smoothing constant should be determined objectively by using the historical data set for each

smoothing method tried (note that the best smoothing constant for one method may not be the best for other
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techniques). It is common to choose a particular method on the basis of the experience a practitioner has had

with other, successful applications of exponential smoothing.

Four techniques of exponential smoothing will be employed, they are :

I-A Single Exponential Smoothing (SES).

Suppose that the time series is described by the model

where the average level may be slowly changing over time. Then the

estimate of made in time period T is given by the smoothing

equation

where is smoothing constant between 0 and 1 and is the estimate of made in time period T -
1.

A point forecast made in time period T for is Where
This model is applied assuming that the series is stationary , without trend . Simple exponential smoothing is

used for short – range forecasting .The value of is usually determined by minimizing the sum of squares of
the forecast errors .

II-HOLT-WINTERS' TWO-PARAMETER DOUBLE EXPONENTIAL
SMOOTHING(HDES) .

Suppose that the time series described by the model

where the parameters and may be slowly changing over time. two-parameter double exponential
smoothing is a smoothing approach for forecasting such a time series that employs two smoothing constants.

Suppose that in time period T-1 we have an estimate of the average level of the time series That

is, is an estimate of the intercept of the time series when the time origin is considered to be time

period T-1. Also suppose that in time period T — 1 we have an estimate of the slope parameter
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. If we observe in time period T, then we can update and then we can
compute point estimate follows:

If we observe in time period 'T, then

1. We obtain an updated estimate of the intercept parameter by using the equation

where is a smoothing constant between 0 and 1.

2. We obtain an updated estimate of the slope parameter by using the equation

where is a smoothing constant between 0 and 1.

3. A point forecast of the future value made at time T is

This model is appropriate for series with linear trend and no seasonal variations .

IV- HOLT-WINTERS' MULTIPLICATIVE EXPONENTIAL SMOOTHING(HMES).
Winters' method is an exponential smoothing approach to handling seasonal data .Although the method is not
based on a formal statistical model , multiplicative Winters' method is generally considered to be best suited to

forecasting a time series that can be described by the equation
Where the time series parameters may be slowly changing over time .

The intercept is and the slope is and is the multiplicative seasonal factor .
Each of these three coefficients are defined by the following recursions :

where is a smoothing constant between 0 and 1 .

where is a smoothing constant between 0 and 1 .

where is a smoothing constant between 0 and 1 .

The initial estimate of the trend component , is :

The initial estimate of the intercept component , is :

The initial estimate of the multiplicative seasonal factor ,

IIV- HOLT-WINTERS' ADDITIVE EXPONENTIAL SMOOTHING(HAES) .
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Additive Winters' method is a modification for handling a time series that displays constant seasonal variation.
The method is generally regarded as best suited to forecasting time series that can be described by the equation
:

Where is the additive seasonal factor ,the intercept is and the slope is .
The model parameters may be slowly changing over time .
Each of these three coefficients are defined by the following recursions :

where is a smoothing constant between
0 and 1 .

where is a smoothing constant between 0and 1 .

where is a smoothing constant between 0 and 1 .

Results & Discussions

Data Description

The prices of USD Dollar collected for the period of six years on a weekly basis start from 20th of January
2009 till 19th of January 2014 .

Stationary Estimation

The first step in any time series analysis is to inspect the plot of the series, from Fig-1 it is clear that the series
does not exhibit sharp upward and downward trend. A series seems to be stationary with some major peaks and
several minor peaks.
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Fig-2 shows the result of first order differencing . This figure illustrate that the first order differencing has gone
a long way to inducing stationary .

Fitting of simple exponential smoothing , holt-winter's two –parameter double exponential smoothing , holt-
winter's multiplicative exponential smoothing and holt – winter's additive exponential smoothing .
I- Single Exponential Smoothing(SES) .

Table-1 : Results of the Single Exponential Smoothing with 2.0 Smallest Sum of Squared Errors

Table-1
Criteria Accuracy Measures

Mean Absolute Error (MAE) 0.001067
Sum Square Error (SSE) 0.000494
Mean Squared Error (MSE) 0.000002
Mean Percentage Error (MPE) -0.057451
Mean Absolute Percentage Error (MAPE) 0.377544
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It is clear from table-1 that model of the smallest Sum of Squared Errors will be used to forecast with 2.0 .

Fig-3 illustrates the gaps between the actual and predicted values of USA Dollar . In some points there is much
gap than other points .

2-Double exponential Smoothing (Holt)

Table-2 : Results of the Double Exponential Smoothing with 2.0,2.0   Smallest Sum of Squared Errors

Table-2
Criteria Accuracy Measures

Mean Absolute Error (MAE) 0.001030
Sum Square Error (SSE) 0.000501
Mean Squared Error (MSE) 0.000002
Mean Percentage Error (MPE) 0.001595
Mean Absolute Percentage Error (MAPE) 0.363434

It is clear from table-2 that model of the smallest Sum of Squared Errors will be used to forecast with
2.0,2.0   .

Fig-4 : illustrates the gaps between the actual and predicted values of USA Dollar . In some points there is
much gap than other points .
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3-Triple Exponential Smoothing (Winter) : A Multiplicative Model (TESM)

Table-3 : Results of the triple exponential smoothing with 2.0,2.0,2.0   Smallest Sum of Squared

Errors .

Table-3
Criteria Accuracy Measures

Mean Absolute Error (MAE) 0.000937
Sum Square Error (SSE) 0.000452
Mean Squared Error (MSE) 0.000002
Mean Percentage Error (MPE) 0.032346
Mean Absolute Percentage Error (MAPE) 0.330831

It is clear from table-3 that model of the smallest Sum of Squared Errors will be used to forecast with
2.0,2.0,2.0   .

Fig-5 reveals that the predicted line is close to the actual line , exception only occurs for the from 20 Jan 2009
to 31 march 2009 and from 12 October 2010 to 21 December 2010 .

4-Triple Exponential Smoothing (Winter) : Additive Model (TESA)

Table-4 : Results of the triple exponential Smoothing with 2.0,2.0,2.0   Smallest Sum of Squared

Errors .

Table-4
Criteria Accuracy Measures

Mean Absolute Error (MAE) 0.000937
Sum Square Error (SSE) 0.000452
Mean Squared Error (MSE) 0.000002
Mean Percentage Error (MPE) 0.032403
Mean Absolute Percentage Error (MAPE) 0.330844
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Fig-6 is the as Fig-5 for the multiplicative model , where the smoothing parameters are the same and the
accuracy results also the same .

Residual Model Diagnostics .
Residual model diagnostics have been conducted with respect to the following :-

- Normality .
- Constant variance .
- Independence

To check the validity of the assumptions plot of residuals was created for normality , constant variance and
independence assumptions. Plots are in appendices for all models .The normal plot of the residuals have a
straight- line appearance approximately , which indicate that a normality assumptions hold , the pattern in
which the residuals fluctuate around the zero indicate the constant variance assumption hold , due to the fact
that the residual plot form a horizontal band appearance and finally a plot of residuals against fit values suggest
that , there is no positive or negative autocorrelation exits in error terms , which indicate that the error terms
occur in a random pattern over time , therefore ,these error terms are statistically independent . Appendix-II
shows the Residual Model Diagnosis .

Forecasting Results

The forecasting results are measured by the following indicators :
Sum of squared error ( SSE) .
Mean squared error (MSE) .
Mean absolute error (MAE) .
Mean percentage error (MPE) .
Mean absolute percentage error (MAPE) .
Root mean square error ( RMSE)
These measures are used to compare the forecasting accuracy of the various models . The rule of thump is the
smaller of SSE , MSE, MAE, MPE , RMSE and MAPE the better is the forecasting ability .The model with the
smallest of the accuracy measures will be the best to be used for forecasting .
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Comparison of Models

An important objective of this study is to search the best predictive performance model among all the
competitive models , table-5 shows the summary results for all four models , the best models are the Triple
Exponential Smoothing (Winter) : A Multiplicative Model (TESM) and Triple Exponential Smoothing (Winter)
: Additive Model (TESA). The performance predictability of the two candidate models are illustrated in Fig-5
and Fig-6 respectively .

Table-5
Accuracy
Indicators

Exponential Models
SES Holt TESM TESA

MAE 0.001067 0.001030 0.000937 0.000937
SSE 0.000494 0.000501 0.000452 0.000452
MSE 0.000002 0.000002 0.000002 0.000002
MPE -0.057451 0.001595 0.032346 0.032403

MAPE 0.377544 0.363434 0.330831 0.330844

Out-of-Sample Forecasting

Out- of- sample forecasting conducted using the two candidate models Triple Exponential Smoothing (Winter) :
A Multiplicative Model (TESM) and Triple Exponential Smoothing (Winter) : Additive Model (TESA), to
study the behavior of the USA Dollar during the future period started from 26-Jan-14 till 12-April-15. Figures
7 illustrate the stabilized price of the USA Dollar price with seasonal pattern during the said forecasting period .

Table-5

No. Time Forecast

1 26-JAN-14 .28240
2 02-FEB-14 .28230
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3 09-FEB-14 .28200
4 16-FEB-14 .28200
5 23-FEB-14 .28190
6 02-MAR-14 .28200
7 09-MAR-14 .28240
8 16-MAR-14 .28260
9 23-MAR-14 .28250

10 06-APR-14 .28220
11 13-APR-14 .28220
12 20-APR-14 .28200
13 27-APR-14 .28220
14 04-MAY-14 .28250
15 11-MAY-14 .28270
16 18-MAY-14 .28260
17 25-MAY-14 .28230
18 01-JUN-14 .28230
19 08-JUN-14 .28220
20 22-JUN-14 .28230
21 29-JUN-14 .28270
22 06-JUL-14 .28280
23 13-JUL-14 .28280
24 20-JUL-14 .28240
25 27-JUL-14 .28250
26 03-AUG-14 .28230
27 10-AUG-14 .28240
28 17-AUG-14 .28280
29 24-AUG-14 .28300
30 31-AUG-14 .28290
31 07-SEP-14 .28260
32 14-SEP-14 .28260
33 21-SEP-14 .28240
34 28-SEP-14 .28260
35 05-OCT-14 .28300
36 12-OCT-14 .28310
37 19-OCT-14 .28300
38 26-OCT-14 .28270
39 02-NOV-14 .28270
40 09-NOV-14 .28260
41 16-NOV-14 .28270
42 23-NOV-14 .28310
43 30-NOV-14 .28330
44 07-DEC-14 .28320
45 14-DEC-14 .28290
46 21-DEC-14 .28290
47 28-DEC-14 .28270
48 04-JAN-15 .28290
49 11-JAN-15 .28320
50 18-JAN-15 .28340
51 25-JAN-15 .28330
52 01-FEB-15 .28300
53 08-FEB-15 .28300
54 15-FEB-15 .28290
55 22-FEB-15 .28300
56 01-MAR-15 .28340
57 08-MAR-15 .28350
58 15-MAR-15 .28350
59 22-MAR-15 .28310
60 29-MAR-15 .28320
61 05-APR-15 .28300
62 12-APR-15 .28310

table-5 illustrate the satiability of USA Dollar price within the range prices of 0.2819 to 0.28320 for the future
period end at 12 April 2015 .

Conclusion

This study has assessed the predictive capabilities of the Triple Exponential Smoothing (Winter) :
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A Multiplicative Model (TESM) and Triple Exponential Smoothing (Winter) : Additive Model (TESA)
exchange rate forecasting models.
This study reveals the fact that produce superior results .

Future Research

The current study has a few limitations that should be taken into consideration . One of them is that the
multivariate time series is crucial to build a model for forecasting a collection of major currencies related to
Kuwaiti Dinar .
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Appendix-II
Residual Model Diagnosis

A Single Exponential Smoothing

A Double Exponential Smoothing Model
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Multiplicative Exponential Smoothing Model

Additive Exponential Smoothing Model
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